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Abstract 
Digital games are a viable alternative to accomplish 
crowdsourcing tasks that would traditionally require paid 
online labor. This study compares the quality of 
crowdsourcing with games and paid crowdsourcing for sim-
ple and complex annotation tasks in a controlled experi-
ment. While no difference in quality was found for the sim-
ple task, paid contributors’ response quality was substantial-
ly lower than players’ quality for the complex task (92% vs. 
78% average accuracy). Results suggest that crowdsourcing 
with games provides similar and potentially even higher re-
sponse quality relative to paid crowdsourcing. 

 Introduction  
Digital games have become recognized as a viable alterna-
tive to accomplish crowdsourcing tasks that would other-
wise require paid online labor (Pe-Than, Goh, & Lee, 
2014). In recent work, digital games have been used to col-
lect natural language data (Simko, Tvarozek, & Bielikova, 
2011; Musat & Faltings, 2013; Thisone et al., 2012) and 
train machine learning systems (Barrington, Turnbull, & 
Lanckriet, 2012). Despite the frequent use of digital games 
in crowdsourcing, there has not been a formal comparison 
of the quality of responses from players of a gaming portal 
and paid contributors from a crowdsourcing platform. If 
responses collected from games are of superior quality than 
responses from paid crowdsourcing, it could offset the ad-
ditional cost incurred by developing a game for 
crowdsourcing, rather than using a platform for paid online 
labor (Krause 2014).  
 Besides differences in the computer interface, games and 
paid crowdsourcing also differ in terms of the characteris-
tics of the population of game players and paid contribu-
tors. Most notably, these two populations have different 
incentives to engage in the task: financial incentives for 
paid contributors and entertainment for players. The role of 
intrinsic and extrinsic motivations in crowdsourcing has 
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been the subject of prior investigation (Findley et al., 
2012). Mao et al. (2013) also examined differences be-
tween voluntary and paid contributions for different tasks. 
In contrast to volunteering contributors who are motivated 
by the task and its underlying goal, game players are rarely 
aware of the task and they engage for their own entertain-
ment. 

The contribution of this work is to provide a first insight 
into qualitative differences between crowdsourced re-
sponses gathered from paid contributors on a crowdsourc-
ing platform and players completing an equivalent task in 
the context of a game. In a field experiment, we investigate 
differences in the quality of responses from games and 
paid crowdsourcing for different tasks. The first task is a 
simple image annotation task in which participants label 
images with relevant tags. The second task is more 
complex: participants annotate web page excerpts with 
questions they think can be answered with the given 
excerpt. On this complex task, players achieve signif-

 
Figure 1: Game for the simple image annotation task. 
Player enter a keyword for the shown image in the text 

field on the left. The current score and a list of images for 
which the player gave the most common answer (right). 
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icantly higher average quality ratings (M = 0.92) than paid 
contributors (M = 0.78). On the simpler image annotation 
task, the average quality ratings of paid contributors (M = 
0.96) are not significant different from players (M = 0.92). 

Related Work 
In an ongoing line of research comparing experts to crowds 
of untrained contributors, studies have investigated non-
experts’ ability to predict election outcomes (Sjöberg, 
2009) and which news stories would become popular 
(Hsieh et al., 2013). Rashtchian and Young (2010) com-
pared the quality of captions provided by paid contributors 
and expert annotators. Other work examined the potential 
benefits of combining expert and non-expert responses to 
achieve results of high quality with fewer overall responses 
(Kandasamy et al., 2012). This line of work informs the 
choice between high-quality yet costly expert contributions 
on the one hand, and somewhat lower quality but less ex-
pensive crowd contributions on the other hand. 

Human computation can be an effective alternative for 
more complex natural language tasks, such as for semantic 
similarity analysis (Batram et al. 2014), recognizing 
entailment, and word sense disambiguation (Snow et al., 
2008). Similar comparisons between expert and non-expert 
contributors have been conducted in this domain. Oosten 
and Hoste (2011) compared expert and non-experts on 
judging the readability of texts, and Anastasiou and Gupta 
(2011) compared translations of texts by crowds to ma-
chine generated translations. 

There are a number of practical, real-world applications 
that rely on human computation for natural language 
understanding. VizWiz (Bigham et al., 2010), for instance, 
allows visually impaired people to post images along with 
a question to an online platform and receive answers in 
near real-time. Similarly, Jeong and colleagues (2013) 
social question answering system provides crowedsourced 
answers on Twitter, which were found to be of similar 
quality as answers from peers. An example of a digital 
game with a natural language understanding task for col-
lecting practical information from the crowd is Verbosity 
(von Ahn, Kedia, & Blum, 2006), in which players gener-
ated common-sense knowledge for the purpose of making 
computer programs more intelligent. An early example of 
game-based crowdsourcing is a game designed to collect 
words and phrases for describing images, called the ESP 
game (von Ahn & Dabbish, 2004). The properties of re-
sponses collected in these two games were not compared to 
ones gathered from paid contributors competing similar 
tasks. 

While there exist numerous studies comparing experts to 
non-experts and human-generated to machine-generated 
responses, this brief review of the literature highlights the 
need for a comparison of the quality of responses from 

paid crowdsourced tasks and tasks completed in games. 
We therefore pose the followign research question: 

RQ1: Is the response quality higher in games or in 
paid crowdsourcing? 

Considering the additional costs incurred by developing a 
game for crowdsourcing (Krause et al. 2010), responses 
collected from games should exhibit superior qualities to 
justify the expense. Games can be highly complex and 
human computation games have already demonstrated their 
potential in solving complex problems (Cooper et al., 
2010). This bears the question whether games are more 
suitable for complex human computation problems: 

RQ2: How does task complexity influence the 
difference in response quality between games 
and paid crowdsourcing? 

Study Design 
The experiment follows a between-subjects design with 
two factors: task complexity (simple versus complex) and 
incentive (payment versus entertainment). The simple task 
is to annotate images with labels—a canonical task in 
crowdsourcing. The complex task is to annotate web re-
sources with a question that could be answered using the 
resource. The incentive for completing the task is either a 
payment in the case of paid crowdsourcing or the enter-
tainment value derived from playing a digital game. Each 
participant in the study experiences one of the four condi-
tions. 

Participants 
We collected data from 1075 players and 187 paid contrib-
utors. We recruited players via two major online gaming 
platforms with a substantial user base (kongregate and 
newgrounds)1. All paid contributors were recruited through 
Crowdflower. We randomly selected 50 participants (with 
at least 10 responses) from each condition to estimate the 
response quality in each condition. As we hand labeled re-
sponses to estimate quality we did not analyze all collected 
samples. Table 1 shows the number of participants in each 
experimental condition. 

                                                
1 Kongregate (www.newgrounds.com) has ~1.4 million daily visi-
tors, newgrounds (www.newgrounds.com) 850,000 (approxima-
tions taken from wolframalpha.com) 

Task Incentive Participants Analyzed 
Simple Payment 89 50 

 Game 837 50 
Complex Payment 98 50 

 Game 238 50 

Table 1: Distribution of participants within conditions. 
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Measures 
The dependent variable in this study is perceived response 
quality. Meassuring response quality in a human 
computation scenario is inherently challenging as it is not 
possible to precompute correct results, or gold data. We 
therefore ask two human judges to estimate the response 
quality on a scale from 0 to 1. On a webpage, judges see 
the initial request (either an image or a web site excerpt) 
and the response given by the paid contributor or game 
player. The interface is identical to the interface used by 
paid contributors, except that judges see an additional 
slider to report the perceived quality of each response. All 
judges were independently selected and the process was 
blind and randomized, i.e. judges did not know the 
condition of the response they rated and were presented 
with responses from all conditions at random. We had a 
total of eight judges evaluating 500 responses in each 
group (2,000 total). We report the interrater agreement for 
each group using Krippendorf’s Alpha (Krippendorff 
1970).  

Procedure 
Immediate feedback is a characteristic feature of games, 
which has been found to improve response quality in paid 
crowdsourcing (Dow et al., 2012). Moreover, in the ab-
sence of feedback in games (i.e., unsupervised scenarios), 
players were found to be less reliable than when feedback 
was provided (Von Ahn & Dabbish 2008; Prestopnik, 
Crowston, & Wang 2012). These findings suggest that 
feedback is a critical ingredient for obtaining quality re-
sponses from both game-based and paid crowdsourcing. 
Paid contributors also receive feedback in crowdsourcing, 
but typically not until the task is completed and the con-
tributor has been compensated. This illustrates that the 
availability of immediate feedback is a potential confound-
ing factor when comparing paid crowdsourcing with hu-
man computation games. For a clean comparison, we pro-
vide the same feedback available in our games to paid con-
tributors. We redirect contributors to our website as 
Crowdflower does not support custom quality manage-
ment. 

Condition: Simple Task, Entertainment Incentive 
We collected approximately 28,000 responses from 867 
players in 10 days with our game. The dataset used for the 
experiment consisted of approx. 3,600 images. To compose 
this set we selected 160 nouns from a list of common 
words of the English language (Noll & Noll, 2006). For 
each noun, we retrieved a set of images via Google image 
search. Each image was labeled with the most frequently 
occurring noun on the image source website. We added 
each image with its label to a database to bootstrap our 

quality management system. The image-labeling game was 
similar to the ESP game (von Ahn & Dabbish, 2004) with 
the general game idea inspired by the successful Family 
Feud game show. In this show, two groups compete 
against each other. The goal of the game is to find the most 
popular responses to a survey question that was posted to a 
group of 100 individuals. Each request only takes a few se-
conds to complete (M = 0.08, SD = 0.03). When a player 
responded with the most frequent answer to the shown im-
age, we added the image to a list. The last entry of this list 
was shown to the player on the right side of the game 
screen. Figure 1 shows a screenshot of the game interface.  

The game showed statistics to players during the game: 
the number of rounds played, the number of times the 
player found the top answer, and a score for the last re-
sponse. The game also showed a feedback screen for each 
response as seen in Figure 2. The game responded to the 
use of swear or slang words, and repetition of the same la-
bel. It also showed spelling errors and auto corrections if 
available. To report a score for the entered label, the most 
similar label for the current image was provided as addi-
tional feedback. Labels with strong semantic similarity 
were treated as equal.  

Condition: Simple Task, Payment Incentive 
We published the same image-labeling task on Crowdflow-
er paying $0.01 for each image label (chosen to provide an 
ethical average wage of $7/hour), allowing contributors to 
label up to 100 images in batches of 10. We collected 
3,756 responses from 89 paid contributors. To provide the 
same level of immediate feedback as in our game condi-
tion, we asked contributors to follow a link to our website 
to complete the task. The website showed a batch of 10 

 
Figure 2: The feedback screen shows a calculated score 

(number in blue), how many other players also responded 
with the same label (percentage in blue), and the top an-

swer for this image (bottom).  
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images. The website used the same tool to generate feed-
back as our game. We reported a quality estimate between 
1 and 100 for each response and gave notifications if inap-
propriate terms such as swear and slang words were used. 
The feedback appeared immediately after a contributor 
submitted a label.  

Some feedback was an inherent part of the game me-
chanics such as terms entered by other players. We did not 
report this information in the payed condition. A screen-
shot of the interface can be seen in Figure 3. After a con-
tributor entered a label for each image, they received a 
code to redeem on Crowdflower to receive their payment. 
Contributors received this code only if their average pre-
dicted quality was higher than 50. We used this measure to 
protect the task against low quality contributions. We al-
lowed contributors to revise their responses in these cases.  

Condition: Complex Task, Entertainment Incentive 
We collected approx. 2,500 responses from 238 players in 
10 days. The task was to generate questions based on text 
excerpts, such that the answer to the generated question is 
contained in the excerpt (Aras et al. 2010). The game de-
veloped for crowdsourcing this task was inspired by the 
successful 1960s quiz show Jeopardy. In this show, players 
received clues in the form of answers and were asked to 
phrase their response as a question. Our game gives a short 
introduction to the game (Figure4) and asks players to se-
lect a category and a level of difficulty from a table (Figure 
5). The difficulty levels were computed based on implicit 
user feedback, such as the response’s length and complexi-
ty, and the time taken to enter the response. For the initial 
ranking we calculate the Flesch Reading Ease (Kincaid et 
al., 1975). Despite this freedom to choose in which order to 
complete the tasks, players had to complete tasks of all 
categories and all difficulties to win the game. In the paid 

version, the order in which workers completed tasks was 
pre-determined. We expect this difference in ordering to be 
inconsequential, as the tasks themselves remain constant 
between conditions. 

The text excerpts presented to players were article sum-
maries from the Google news aggregator. After choosing a 
category and difficulty, the game showed players a corre-
sponding news summary with an input field to enter their 
response. Players had 30 seconds to complete each task 
(Figure 6). If the response was considered a valid question, 
the player earned points according to the level of difficulty. 
We assessed the response quality based on the number of 
unique terms, spelling errors in the response, and its 
grammatical structure (Kilian et al. 2012). The system re-
turns quality estimates in three categories low (0) mediocre 

Figure 5: Task selection screen of the game for the com-
plex annotation task. The first row gives the categories a 
player can choose from. The numbers indicate difficulty 
and the amount of points rewarded for a correct answer. 

 
Figure 3: The image task as seen by a paid contributor. A 

short section (top) gives basic instructions. Contributor en-
ter a single keyword or term in the text field. 

 
Figure 4: Instruction screen of the game for the complex 

annotation task. 
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(1) high (2). This feedback method is generic for tasks that 
require contributors to enter text in English and does not 
require ground truth data. The quality prediction used to 
provide feedback highly correlates with the mean of our 
human judges (Spearman’s Rho > 0.7). In comparisons, the 
human judges achieved a correlation of around 0.8 among 
themselves, which highlights the quality of the automated 
feedback mechanism. Responses were ranked by asking 
players to select the most suitable of three player-generated 
responses for a given news summary (Figure 7). The player 
could also skip in case all responses were unacceptable. 
This related task was randomly shown to players as a bo-
nus level when selecting a table cell. 

Condition: Complex Task, Payment Incentive 
For the paid crowdsourcing condition, we recruited 98 con-
tributors via Crowdflower and collected 1,286 responses. 
We paid $0.15 per annotation (chosen to provide an ethical 
average wage of $7/hour) and allowed contributors to an-
notate up to 50 web page excerpts in batches of five. To 
provide the same feedback as in the game, we redirected 
contributors to our website. The web-interface was almost 
identical to the simple annotation task shown in Figure 8, 
but showed five web page excerpts instead of the ten imag-
es. We asked contributors to enter a question that could be 
answered with the given web page excerpt and applied the 
same quality management method as in our game. Paid 
contributors saw a message with a quality estimate imme-
diately after submitting each response.  

In contrast to the game contributors did not have a time 
limit to enter their response. We again protect our task 
against low quality responses. Contributors received their 
code only if their average predicted quality was higher than 
1 and allowed contributors to revise their responses. 

Results
To analyze the response quality we randomly selected 50 
participants from each group and randomly selected 10 re-
sponses from each participant. At least two out of 8 judges 
rated each response on a scale from 0 to 1 as explained in 
the measurement section. The agreement between judges 
was high for the complex task (Krippendorf’s  = 0.78) 
and even higher for the simple task (  = 0.85). These val-
ues indicate substantial agreement (Krippendorff 1970). 

Figure 9 shows the average response quality in each 
condition with bootstrapped 95% confidence intervals.We 
use an Analysis of Variance to investigate main and inter-
action effects (see Table 2). In accordance with Harwell et 
al. (1992) and Schmider et al. (2010) we assume our group 

 
Figure 6: Player enter a question they think can be an-
swered with the shown news snippet. The counter on the 
lower right shows the remaining time. Player can also 

skip a snippet with the yellow button. 

Figure 7: Double Webpardy screen. The player has a cer-
tain amount of time to select as many appropriate ques-

tions for the shown Fragments as possible. 

Figure 8: Crowdsourcing interface for the more complex 
web-fragment annotation task. 
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sample size (N=50) and our substantial effect sizes (Co-
hens's d > 0.6 on average) to be sufficient to meet ANO-
VA's normality criterion.  

We conducted a Levene’s test for homogeneity and did 
not find a significant deviation of our data from the equal 
variance assumption F(3,196) = 1.87, p = 0.13. Conse-
quently, we use a series of Welch two sample t-tests as our 
post-hoc tests and apply Holm’s method (Holm 1979) to 
account for multiple comparisons. The Welch test uses an 
estimate of degrees of freedom (Df) that can be much low-
er than the actual sample size. We report Df in integer pre-
cision.  

 Df SS MS F p sig.  
(I)ncentive 1 0.22 0.22 8.45 0.003 **  
(T)ask 1 1.53 1.53 60.09 0.000 ***  
IxT 1 0.27 0.27 10.70 0.001 **  
Residuals 197 4.01 0.03    

Table 2: ANOVA results of main and interaction effects be-
tween the factors incentive structure (game and payment) 

and task complexity (web-fragment and image annotation). 

Higher Complexity lower Response Quality 
As seen in Table 2 we found that the presumed complexity 
difference of both tasks had a significant impact on the re-
sponse quality. This seem to be obvious but it illustrates 
that our initial assumption that our tasks differ in com-
plexity is in fact true. This finding is in-line with results 
from a survey on Crowdflower. Upon completion of a task, 
Crowdflower asks contributors to take a survey. One ques-
tion in this survey regards the ease of job rated on a scale 
from 0 (hard) to 5 (easy). The less complex image annota-
tion task received an average score of 4.5 (N=43) the more 
complex web-annotation task a score of 3.3 (N=51). 

Players have a higher Response Quality 

The incentive structure also has a significant impact on re-
sponse quality as seen in Table 2 and Figure 10. Players (M 

= 0.93, SD = 0.10) have a significantly T(111) = 3.16, p = 
0.008, d = 0.44 higher average response quality than paid 
contributors (M = 0.86, SD =0.21). For the image-
annotation task, the difference in means between paid con-
tributors (M = 0.98, SD = 0.12) and players (M = 0.96, SD 
= 0.12) is not significant T(85) 0.42, p < 0.68, d = 0.534. 
For the complex annotation task on the other hand players 
have a significantly higher response quality (M = 0.92, SD 
= 0.09) than paid contributors (M = 0.78, SD = 0.21) T(52) 
= 1.21, p < 0.001, d = 0.534. This is an increase of almost 
18% in response quality.  

Discussion 
This study sheds light on the question of how the quality of 
crowdsourcing with games compares to paid crowdsourc-
ing. Based on our experiment with two different tasks of 
varying complexity and controlled populations, we found 
games to generate higher quality data for complex tasks. 
The quality increase in our case was almost 18% for the 
complex web-fragment annotation task. We did not find 
such a significant difference in the average response quali-
ty for the less complex image-annotation task.  

Given these results, we can answer our initial research 
question RQ1. For our complex task player have a signifi-
cantly higher response quality. It is also possible to re-
spond to RQ2 as there is a significant interaction between 
task complexity and incentive structure. 

A possible explanation of this interaction is that players 
are more selective than paid contributors are. Player chose 
our games for their entertainment if the game and the un-
derlying task does not appeal to them they will not chose to 
play the game or quit to play soon. In contrast, paid con-
tributors are more interested in payment. As long as the job 
pays the bills, it is not as important if you like it.  

An indication for a higher selectiveness in players is the 
number of players for both games. With 837 players in ten 

 
Figure 9: The 95% confidence intervals of the means for 

each of the four groups. The intervals are calculated from 
100,000 bootstrap samples (Efron and Tibshirani 1986). 

 
Figure 10: Comparison between the incentives game and 
payment in terms of response quality with both annotation 

tasks combined. 
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days, the simple image annotation game had almost four 
times more players than the more complex game with only  

238 players. One could attribute this difference to a gen-
erally higher quality of the first game, yet both games re-
ceived similar ratings on both portals. This seem to under-
line that players deliberately chose a game. This selective-
ness is especially important for complex tasks that require 
more commitment than simple ones. This finding would 
also be in line with other studies that successfully use 
games as a vehicle for complex tasks (Cooper et al. 2010). 

Future Work 
In our experiment, we measured perceived quality with 
human judges. An equally interesting question is how ex-
haustive both methods can explore the possible answer 
space of a task. We will investigate coverage in a future 
paper in detail. We assume that player are more likely to 
explore a wider range of possible responses. In a gaming 
situation humans are more tend to explore a behavior less 
prevalent in paid work. Measuring coverage is easier with 
tasks for which all or at least most possible responses are 
known in advance. Factual tasks such as Name all presi-
dents of the United States lend themselves more easily to 
investigate coverage. On the other hand, such questions 
might be too restrictive to explore the full potential of a 
method.

Another factor that would be relevant to explore is ex-
pertise. As mentioned in the related work section many 
studies already compare experts and contributors it would 
therefore be a natural addition to see how well players per-
form compared to experts. Furthermore, in the presented 
experiment we provided immediate feedback to all partici-
pants. As argued in the related work section immediate 

feedback has a positive effect on response quality. It is an 
interesting question if there is a significant interaction be-
tween the two investigated factors (task complexity and in-
centive structure) and the level of provided immediate 
feedback. 
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