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One emerging convention in video lectures is to show presentation slides with an inset video of the
instructor’s head. Substituting a robot or a digital agent for the video of the instructor could radically
decrease production time and cost; thus, the influence of a digital agent or robot on the learner should
be evaluated. Agent-based alternatives for a talking head were assessed with an experiment comparing
human and agent lecturers in a video from a popular online course. Participants who saw the inset video
of the actual lecturer replaced by an animated human lecturer recalled less information than those who
saw the recording of the human lecturer. However, when the actual lecturer was replaced with a social
robot, knowledge recall was higher with an animated robot than a recording of a real robot. This effect on
knowledge recall was moderated by gender. Attitudes were more positive toward human lecturers than
toward robots. An initial proof-of-concept demonstrates that although a human lecturer is preferable,
robotic and virtual agents may be viable alternatives if designed properly.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction lectures, tutorials, and assessments to a large audience of students.
Video is a rich medium for communicating educational content.
Instructional video has been widely used to augment traditional
face-to-face education both in the classroom and online (Allen &
Seaman, 2010; Berk, 2009). An emerging trend in video instruction
is the use of a prerecorded video of the instructors’ head presented
over lecture slides (Fig. 1a). This format has been especially popular
in Massive Open Online Courses (MOOCs), which provide free edu-
cational content over the internet using lecture videos. Although
the ‘‘talking head’’ displayed in these videos is typically a human
lecturer, this approach entails high video production costs.
Employing an artificial agent as a talking head in instructional video
may supplement face-to-face learning by providing a low-cost,
accessible alternative to a video of a human lecturer. While many
researchers have explored the use of virtual agents in pedagogical
contexts (cf. Clark & Mayer, 2011), social robots are a form factor
that may be perceived as particularly playful or nonjudgmental
compared to a virtual human. Can a virtual or robotic agent be used
instead of a human lecturer to deliver video instruction?

The MOOC is an influential application domain for agent-based
video instruction. Several hundred MOOCs have been created, with
a median enrollment rate of 40,000 students per course (Jordan,
2014). Online courses such as MOOCs allow educators to deliver
A core component of these courses is a set of instructor-narrated
videos (Guo, Kim, & Rubin, 2014). Students spend the majority of
their time watching video content (Seaton, Bergner, Chuang,
Mitros, & Pritchard, 2013). Some of the largest costs and time com-
mitments have gone into video strategy for ‘‘extended’’ MOOCs
(xMOOCs), such as those featured on platforms like Coursera or
edX. Development costs for xMOOCs vary from $38,000 to
$325,000 (Hollands & Tirthali, 2014, p. 12) with the largest expenses
being videography and the hiring of teaching assistants (Lewin,
2013). Modern MOOC studios such as those at Harvard and else-
where have estimated costs of $4300 per hour of high-quality pro-
duced video (Hollands & Tirthali, p. 11). Despite these high costs,
video instruction is a timely medium for instruction in the age of
YouTube and other online media. Past empirical studies have found
video instruction to be an effective form of learning (McNeil &
Nelson, 1991). Students feel more connected to an instructor when
communicating via video messages than when no video is used
(Borup, West, & Graham, 2012), have higher retention and motiva-
tion with video-based than with text-based instruction (Choi &
Johnson, 2005), attempt more follow-up questions when lecture
slides feature video of the instructor’s face than when the face is
missing (Guo et al., 2014), and prefer instruction with the instruc-
tor’s face compared to without (Kizilcec, Papadopoulos, &
Sritanyaratana, 2014). Thus, MOOCs could be improved by
‘‘post-production editing to display the instructor’s head at oppor-
tune times in the video.’’ (Guo et al., 2014, p. 42; cf. Kizilcec,
Bailenson, & Gomez, 2015)
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Fig. 1. Participants viewed a lecture featuring (a) a human, (b) an animated human, (c) a robot or (d) an animated robot. Each video included head movement and hand
gestures modeled on the human lecturer. Conditions (a) and (b) included mouth movement and natural human voice while conditions (c) and (d) employed a robotic voice
without mouth movement.
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Robotic and virtual agents may also improve the accessibility of
pedagogical content. One of the main goals of online video instruc-
tion is to promote accessibility in education by offering high qual-
ity instruction to disadvantaged populations (Mackness, Mak, &
Williams, 2010). Some evidence, however, suggests that MOOCs
are preferentially used by the educated few: a survey of partici-
pants from 32 MOOCs offered by the University of Pennsylvania
found that over 80% of students who took classes on Coursera
had a two- or four-year post-secondary degree (Emanuel, 2013),
although other courses have had better success at targeting less
educated populations (e.g., King, Robinson, & Vickers, 2014). One
method to improve diversity among online education participants
is to localize content (White, Davis, Dickens, Leon Urrutia, &
Sanchez Vera, 2014), which may be more easily achieved using
social agents. Developing instructor tools that facilitate simple
and inexpensive production of supplemental videos can help
broaden the pool of instructors. On the student side, recent field
(Kizilcec et al., 2015) and lab (Lyons, Reysen, & Pierce, 2012) stud-
ies have found that many participants in an online course prefer
videos without the instructor’s face, perhaps because they
Table 1
Comparison of advantages and disadvantages of talking head alternatives.

Criterion Image of talking head

Human appearance, video (H) Human appearance
animation (AH)

Instructor visible? Yes No (virtual agent st
Cost High Low

Robot programming No No
Modeling/animation No Yes
Video equipment Yes No
Filming location Yes No
Video-editing Yes Minimal

Instructor effort/time High Low
Lecturing skill needed High Low
Ease of manipulating

appearance
Low (make-up, attire of human) High (gender, race,

of model)
Social cues Instructor’s cues Programmed cues
Learning outcomes H = no H (Craig et al., 2002; Mayer,

2005)
AH < H (Berry et al.

H > no H (Atkinson, 2002; Mayer &
DaPra, 2012)

AH = no AH (Craig e
2002)

H > AH (Berry et al., 2005)
H = AH (Moreno et al., 2001)

Attitudinal measures H > R (Park et al., 2011a, 2011b)
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experience higher cognitive load when the face is included
(Homer, Plass, & Blake, 2008). Artificial agents that have lower
agency than a real person (particularly social robots that may
appear ‘‘neutral’’ without a particular gender or ethnicity) may
provide more standardized and less distracting cues than a human
instructor. What impacts might such a substitution engender?

The current work is an initial investigation into the use of vir-
tual and robotic agents to deliver video instruction. Four
video-based conditions were compared: a human instructor (H),
an animated human-like character (AH), a physically-embodied
robot (R) and an animated robot-like character (AR). Fig. 1 shows
still images of each condition and Table 1 compares advantages
and disadvantages of each format (Section 3.2 contains links to
video stimuli). To our knowledge, no prior work has compared
the effectiveness of instructor videos with embodied pedagogical
agents and pedagogical social robots in a video instruction sce-
nario. If students respond in the same way to human lecturers as
they do to agents playing the same role, then video production
for MOOCs and other learning environments can be simplified.
Conversely, if agents elicit worse learning outcomes than human
, Robotic appearance, video (R) Robotic appearance,
animation (AR)

and-in) No (physical robot stand-in) No (virtual robot stand-in)
Low (high if robot purchased) Low
Yes No
No Yes
Yes No
Yes No
Yes Minimal
Low Low
Low Low

ethnicity Low (different face masks or projected
faces of robot)

High (morphology of
robot)

Programmed cues Programmed cues
, 2005) R > no R (Brown et al., 2013; Kanda

et al., 2004)
t al.,

R < H (Park et al., 2011a, 2011b)
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lecturers, there is greater justification for the costs and effort asso-
ciated with filming the instructor. This topic is of importance to the
online education community as a proof-of-concept assessing alter-
native methods of content delivery and to the media psychology
community as a way to explore interactions with agents that differ
in their morphology and visual realism.
2. Embodied agents for video instruction

Embodied agents are taken to be physical robots or virtual char-
acters that have a visually-identifiable body and communicate using
voice, gesture or facial expression for instructional purposes; they
are distinguished from software agents that demonstrate autonomy
but have no visible ‘‘body.’’ Embodied agents may be particularly
suitable for videos in which a ‘‘talking head’’ accompanies lecture
slides given the minimal variability in movement and facial expres-
sion of the teacher, the one-way communication from teacher to
student and the high financial and time costs of video production
with a real person. Two types of embodied agents are explored here:
virtual agents and social robots.
2.1. Embodied pedagogical agents

Virtual agents – animated characters that are rendered using
computer graphics software – have been used to deliver educational
content as part of a vision that a virtual agent can advantageously
influence learning (for reviews, see Clark & Mayer, 2011; D’Mello
et al., 2008; Krämer & Bente, 2010). These ‘‘embodied pedagogical
agents’’ (Paiva & Machado, 1998; Johnson et al., 2000) support
face-to-face interaction in learning environments and have been
extensively applied to computer-based Intelligent Tutoring
Systems (ITS) (Baylor & Kim, 2004), Internet applications (Shaw,
Johnson, & Ganeshan, 1999) and Virtual Learning Environments
(VLE) that utilize immersive head-mounted displays or virtual reality
rooms (Dede, 2009). Past work suggests the presence of a lifelike ani-
mated character, even one with minimal expressiveness, can have a
positive influence on students’ learning experience – a phenomenon
called the ‘‘persona effect’’ (Lester et al., 1997). For example, people
experience more positive emotions when interacting with a virtual
agent that gives positive versus negative feedback (Pour, Hussain,
AlZoubi, D’Mello, & Calvo, 2010), perform better on
problem-solving tasks after playing an educational game with a
polite versus an impolite agent (Wang et al., 2008) and report
increased comfort and better concentration with an agent compared
to media such as text and still images (cf. Dehn & van Mulken, 2000).

The effect of embodied pedagogical agents on learning out-
comes, however, is inconclusive. Students who played an educa-
tional game about plants did not perform better on knowledge
recall or attitudinal measures when they engaged with an agent
compared to without one, and although knowledge transfer was
higher, this was attributed to differences in game procedure
rather than the presence of the agent itself (Moreno et al.,
2001). Knowledge transfer was also found to be higher when par-
ticipants saw the image of an agent and the agent provided
instructions about a word task than when no image was shown
and the instructions were presented as text (Atkinson, 2002).
Other work has found that people who viewed a human-voiced
agent that gestured and had facial expressions performed better
on a test of knowledge transfer (but not knowledge retention)
compared to either a nonmoving character or no character
(Mayer & DaPra, 2012); a follow-up study revealed that the effect
was only found when the agent spoke with a human voice and
not a machine voice, which was attributed to a machine-voice
being a negative social cue. Students who learned about climate
with a virtual agent also did not perform better on knowledge
Please cite this article in press as: Li, J., et al. Social robots and virtual agents as
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retention, transfer or recall compared to when no agent was pre-
sent (Craig, Gholson, & Driscoll, 2002). Past empirical work has
suggested that the effect of including versus excluding a moving
image of an instructor on learning outcomes is minimal (Mayer,
2005). Further, it has been proposed that for virtual agents, it is
not the visual presence of the character itself but its vocalization
and the instructional method embedded in its use that leads to
improved learning (Krämer & Bente, 2010). It therefore appears
that how a virtual agent is included may matter as much as
whether one is included.

Past work has identified perceptual differences between ani-
mated agents and real people in educational settings. Berry, Butler,
and De Rosis (2005) found knowledge retention to be lower with
an animated agent who delivered a persuasive health message com-
pared to a video of a real person delivering the same message,
though both versions were preferred over voice-only delivery.
Moreno et al. (2001) found no differences in students’ learning out-
comes when they viewed a bug-like animated character compared
to a video of a real human. Such differences may exist because dis-
tinct brain regions are activated for videos featuring animated char-
acters compared to those that include real people (Han, Jiang,
Humphreys, Zhou, & Cai, 2005). We therefore ask whether students’
learning outcomes are better with a talking head video of a human
instructor or an animated version of the instructor.

RQ1. Do students retain more information when instructed with a
video or an animation of a human instructor?
2.2. Pedagogical social robots

Social robots – devices with mechanical moving parts that
interact in socially appropriate ways – have been employed in edu-
cational settings, particularly to teach children (for reviews, please
see Meltzoff, Kuhl, Movellan, & Sejnowski, 2009; Mubin, Stevens,
Shahid, Al Mahmud, & Dong, 2013 and Leite, Martinho, & Paiva,
2013). These ‘‘pedagogical social robots’’ take the role of a human
instructor, although there is substantial work linking education
and robotics in which the robot is the learner as well (e.g.,
Nicolescu & Mataric, 2001). The state of the art is to employ social
robots in three main application domains: robotics/computation,
in which the programming or operation of the robot is the subject
itself; science education, in which the robot is used as an interme-
diary to study kinematics or other information; and language edu-
cation, in which the robot teaches a second language (cf. Mubin
et al., 2013).

Development in social robots has included significant work on
creating anthropomorphic (i.e., human-like) versions of a head
and upper body. A variety of platforms have been developed, with
different appearances (e.g., degree of human, animal or machine
likeness), morphologies (e.g., presence and shape of specific facial
features), technical capabilities (e.g., degrees of freedom of move-
ment) as well as a variety of other considerations (for reviews,
please see DiSalvo, Gemperle, Forlizzi, & Kiesler, 2002; Fong,
Nourbakhsh, & Dautenhahn, 2003; Al Moubayed, Beskow,
Skantze, & Granström, 2012). More recently, robotic heads have
combined digital projection with a physical model of a face (e.g.,
Al Moubayed et al., 2012). Humanoid robot heads are of practical
use for social face-to-face interaction in which nonverbal facial sig-
nals are important. While lifelike robotic heads may not be neces-
sary for social interaction, a robotic head is particularly helpful for
discourse in which emotions are conveyed or personality is
expressed (Miwa, Okuchi, Itoh, Takanobu, & Takanishi, 2003).
Robot head platforms mimic behaviors and emotional responses
common in interpersonal interaction, such as facial expressions
that employ Action Units based on the physiology of the human
lecturers for video instruction. Computers in Human Behavior (2015), http://
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face (Kobayashi, Ichikawa, Senda, & Shiiba, 2003), natural neck and
lip motion (Lutkebohle et al., 2010) and shared gaze for mutual
attention (Mutlu, Forlizzi, & Hodgins, 2006). The behavior of a
robot head may be designed by analyzing video-recorded input
of a person’s facial movements to support face-to-face communica-
tion with a robot (Jaeckel, Campbell, & Melhuish, 2008). Unlike vir-
tual agents that are necessarily displayed on a digital screen, a
robot’s head may be co-located in a user’s physical space, which
may lead to various perceptual benefits; for example, perception
of gaze has been found to be superior with a three-dimensional
surface compared to a two-dimensional one (Kuratate,
Matsusaka, Pierce, & Cheng, 2011).

Past work suggests social robots have the potential to improve
learning outcomes. A longitudinal study by Kanda, Hirano, Eaton,
and Ishiguro (2004) found that higher interaction time with a robot
that spoke English was a positive predictor of post-study proficiency
among Japanese school children. Brown, Kerwin, and Howard (2013)
found students performed better on math exercises when a robotic
tutor was present and exhibited various behaviors than when it
was absent. School children also responded positively to a humanoid
robot that taught English as a second language (Chang, Lee, Chao,
Wang, & Chen, 2010) and performed better on language learning
assessments when a robotic tutor provided socially supportive versus
unsupportive behavior (Saerbeck, Schut, Bartneck, & Janse, 2010). In
work related to higher-level education, robots have been found to
be less desirable than human lecturers. In Park et al. (2011a,
2011b), university students who listened to a lecture delivered by a
human instructor reported greater social attraction and acceptability
of feedback than those who watched the same lecture by Aldebaran
Robotics’ Nao robot, particularly when the feedback from the robot
was neutral or negative instead of positive. This was in spite of the
fact that the robot employed the same voice and gestures as the
human instructor, modeled on recordings from a previous session.
Following this line of research, we assess videos of social robots in
addition to virtual characters as a presentation method.

RQ2. Do students retain more information when instructed with a
video of a human instructor or a video of a robot?
2.3. Visual realism and morphology

Investigating agent alternatives to a human instructor enables
looking at the dimensions of visual realism and morphology. A
video version of an instructor is compared to an animated version
to test whether a computer-animated lecturer is comparable to its
real life counterpart. Previous experiments have not found percep-
tual differences between filmed and animated video stimuli (e.g., Li
& Chignell, 2011) and that more realistic virtual faces have only a
small effect on performance of an interface (cf., Yee, Bailenson, &
Rickertsen, 2007); however, it is unclear whether this would apply
to online educational settings, in which a video of the human
instructor may enhance the credibility of the lecture. In addition,
two morphologies of an instructor are compared: the instructor
had the visual appearance either of a human or of a robot. A social
robot is included to evaluate whether it may be beneficial to video
instruction. Both social actor theory (Reeves & Nass, 1996) and
social influence theory (Blascovich, 2002) are relevant to the expe-
rience of robotic and virtual agents. Social actor theory, which pre-
dicts that people have social responses to technology, would
suggest that people treat an agent instructor as if it were a real per-
son. Social influence theory, which focuses on people’s perceptions
of embodied agents, would suggest that visual realism and mor-
phology are two among many factors that characterize the degree
to which people consider another person to be ‘‘present’’ in a
virtual environment.
Please cite this article in press as: Li, J., et al. Social robots and virtual agents as
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3. Materials and methods

3.1. Design

A 2 (morphology: human or robot) � 2 (visual realism:
non-virtual or virtual) factorial experiment was conducted to
compare the effect of agent-based alternatives to a ‘‘talking head’’
video of an instructor on knowledge recall and attitudinal mea-
sures (Fig. 1). For morphology, the embedded video of an online
lecture consisted of either the image and voice of a human
(human condition) or a robot (robot condition). For visual real-
ism, the video consisted of a real-world scene filmed using a
camcorder (non-virtual) or an animation of a virtual scene ren-
dered using computer graphics (virtual, also referred to as ani-
mated in this work). This led to four conditions for the image
of the instructor: human (H), human animation (AH), robot (R)
or robot animation (AR).
3.2. Video stimuli

A video on ‘‘Participant Observation’’ was obtained from the
online Coursera course entitled ‘‘Human–Computer Interaction’’
with permission from the course instructor. A pre-test (N = 6)
listing all Coursera course topics in August 2014 showed that
the course received average ratings of appropriateness for a
robot lecturer (M = 5.20, SD = 1.64 on a 10-item scale for the sin-
gle item ‘‘Please rate how well you think a robot would be able
to teach the topic’’; group ratings, M = 5.37, SD = 1.87). Video
stimuli were edited using Final Cut Pro X to control for verbal
dialog, size of image and content in the following manner. All
conditions contained the lecture slides as shown in the original
lecture. The human condition (Fig. 1a) used the original embed-
ded video of the course instructor, Professor Scott Klemmer. The
background displayed behind the instructor in the inset video
was not modified. The animated human condition (Fig. 1b)
employed an agent created using Codebaby (www.code-
baby.com). The audio from the original lecture was imported
into the software, which automatically generated gestures and
head movements for a stock agent selected based on its resem-
blance to the human lecturer; gestures were later edited to more
closely match movements made in the original video and the
resulting clip embedded over the lecture slides. Audio from the
human instructor’s voice was used in this condition. A back-
ground image was selected that resembled the background used
in the original lecture.

The robot condition (Fig. 1c) used a video recording of
Aldebaran Robotics’ Nao robot. The robot spoke a transcribed
script that matched the human instructor’s speech, although syn-
thesized audio using the robot’s default speech engine was used to
avoid a potential mismatch between the robot’s appearance and
its voice. The robot’s head, arm and hand movements were created
by a member of the research team, who reproduced the human
instructor’s movements as closely as possible. The animated robot
condition (Fig. 1d) used a screen-captured recording of the 3D
model of Nao displayed on its software-based graphical user inter-
face Choreographe. The background of both robot conditions
matched the body color of the robot. Videos were edited to
exclude a section in which the instructor displayed a keyboard
with post-it notes in the video frame, as we were not able to repro-
duce it across all conditions. Videos were approximately 13 min in
length and the experiment took approximately 30 min. [Print ver-
sion: The videos are available for reference at: http://goo.gl/
kVFcl8 // Digital version: To access the videos used in this exper-
iment, please click the images visible below.]
lecturers for video instruction. Computers in Human Behavior (2015), http://

http://www.codebaby.com
http://www.codebaby.com
http://goo.gl/kVFcl8
http://goo.gl/kVFcl8
http://dx.doi.org/10.1016/j.chb.2015.04.005
http://dx.doi.org/10.1016/j.chb.2015.04.005


Video 1. h

Video 2. ah

Video 3. r

J. Li et al. / Computers in Human Behavior xxx (2015) xxx–xxx 5

Please cite this article in press as: Li, J., et al. Social robots and virtual agents as lecturers for video instruction. Computers in Human Behavior (2015), http://
dx.doi.org/10.1016/j.chb.2015.04.005

http://dx.doi.org/10.1016/j.chb.2015.04.005
http://dx.doi.org/10.1016/j.chb.2015.04.005


Video 4. ar

1 The participant with the lowest recall performance scored 2.4 standard deviations
below the average recall score in their condition, but provided average ratings on
attitudinal measures. The observation was included in the analysis, because it
appeared to derive from the same data generating process based on a histogram of
recall scores and residuals. It is noted that omission of this observation reduces the
significance of the morphology � realism interaction effect to p = .059.
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3.3. Participants

Forty students enrolled in an undergraduate Communication
class at Stanford University between ages 18 and 25 (M = 20.48,
SD = 1.43) participated in the experiment for course credit. Each
condition was gender-balanced with five females and five males
in each cell. No participants had previously taken the online course
from which the lecture was taken.

3.4. Procedure

The study was conducted in a university computer lab instead of
a naturalistic home environment to ensure that participants would
view the full lecture video. Participants were randomly assigned to
conditions (H, AH, R, AR). Each participant sat at a lab computer that
was set up for the experiment. Consent, experimental stimuli and
questionnaires were implemented using a Qualtrics online survey.
Participants were instructed that they would be viewing a lecture
and to ‘‘imagine that you are a student in the course.’’ After the
video, participants were asked knowledge recall questions followed
by questions about their attitudes toward the instructor.

3.5. Measures

Knowledge recall and participant attitudes were assessed.
Knowledge recall was measured as the number of correct
responses (out of fourteen) between two multiple choice and three
select-all-that-apply test questions (two of which came from the
Coursera course; Appendix A). Similar to Kizilcec et al. (2014),
one point was awarded per correctly selected multiple choice
answer and per correctly selected or unselected all-that-apply
option, then the sum was divided by the maximum possible score
(14 points total). Social presence was measured using five items
adapted from Lee, Peng, Jin, and Yan (2006). Reliability for the
social presence scale was high (standardized Cronbach’s
alpha = .83). Interpersonal attraction (or ‘‘liking’’) was measured
using four items from Byrne (1971) with high reliability
(alpha = .95). The instructor’s presentation skills, the instructor’s
enthusiasm and the overall lecture experience were assessed using
single-item questions taken from the evaluation materials deliv-
ered after completing the actual online course (e.g., ‘‘Rate the
instructor’s presentation skills’’). All attitudinal measures were
assessed using ten-point Likert scales.
Please cite this article in press as: Li, J., et al. Social robots and virtual agents as
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4. Results

4.1. Knowledge recall

RQ1 and RQ2 asked whether participants’ knowledge recall scores
would be different between a video of a human lecturer and its agent
alternatives. Knowledge recall scores differed significantly across
experimental conditions in a linear regression with main effects for
morphology, visual realism and their interaction.1 The analysis
revealed a significant morphology � realism interaction, t(36) = 2.21,
p = .033, g2 = .12. Participants who saw a human instructor recalled
more information if it was a recording of a real person (non-virtual)
than an animation (virtual), while participants who saw a robot
instructor recalled more information if the robot was animated (vir-
tual) rather than recorded (non-virtual). No significant main effects
were found. Fig. 2 illustrates this result and Table 2 provides descrip-
tive statistics for recall scores in each condition.

An exploratory analysis of gender differences revealed that gen-
der moderated the interaction effect of instructor presentation on
recall. Fig. 3 illustrates recall scores in each condition for male
and female participants. Women exhibited no significant variation
across conditions, F(3,16) = 0.34, p = 0.80. In contrast, men showed
substantial differences in recall across conditions. Fitting the same
linear regression model for male participants revealed stronger
results than in the pooled analysis, especially for the morphol-
ogy � realism interaction effect, t(16) = �2.44, p = .026, g2 = .41.
Recall scores were lower with a virtual instead of a non-virtual
human instructor (t(16) = �2.44, p = .026) and lower with a video
of a robot instead of a human instructor (t(16) = �2.44, p = .026);
if the instructor was a virtual robot, however, recall scores were
higher (t(16) = 3.33, p = .004). Thus, the significant interaction
effect on knowledge recall was driven by male participants.

4.2. Attitudinal measures

Overall, the results for attitudinal measures are in favor of
human lecturers independent of visual realism. Ratings of social
lecturers for video instruction. Computers in Human Behavior (2015), http://
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Fig. 2. Participants’ knowledge recall (% questions correct) was higher with the
non-virtual rather than virtual version of the human instructor, but lower with the
non-virtual rather than virtual version of the robot agent. Error bars show SE.

Table 2
Descriptive statistics by experimental condition for each outcome measure.

Morphology Visual realism

Non-virtual Virtual

M SD M SD

Knowledge recall
Human .893 .069 .800 .154
Robot .821 .108 .886 .102

Social presence
Human 5.74 1.41 5.16 1.80
Robot 3.94 1.62 4.12 1.85

Interpersonal attraction
Human 5.68 2.27 5.63 2.02
Robot 2.85 1.69 3.58 2.46

Presentation
Human 5.44 1.94 6.00 1.89
Robot 3.50 1.84 3.50 2.27

Enthusiasm
Human 4.00 1.94 5.90 1.97
Robot 3.30 1.34 3.90 2.64

Overall experience
Human 5.80 1.48 5.56 2.13
Robot 4.20 1.23 4.40 2.41

Fig. 3. Participants’ knowledge recall (% questions correct) was higher with the
non-virtual rather than virtual version of the human instructor, but lower with the
non-virtual rather than virtual version of the robot agent. Error bars show SE.

Fig. 4. Participants’ ratings of liking (1–10 Likert scale) were higher with a human
rather than robot instructor. Error bars show SE.
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presence, liking (interpersonal attraction), presentation skills, and
the overall lecture experience were higher for human than robot
lecturers, as evidenced by a significant main effect of morphology
in linear regressions: social presence, t(36) = �2.40, p = .022,
g2 = .16; liking, t(36) = �2.97, p = .005, g2 = .26; presentation skills,
t(35) = �2.12, p = .041, g2 = .25; overall experience, t(36) = �1.92,
p = .063, g2 = .13. The finding for interpersonal attraction is illus-
trated in Fig. 4. Participants rated the instructor’s enthusiasm
somewhat higher with the animated human compared to the video
of the human instructor, t(36) = 2.10, p = .043, g2 = .10. No signifi-
cant interaction effects were found for any attitudinal measures.

5. Discussion and future work

This work evaluated student responses to an online video lec-
ture in which the human lecturer was replaced with either a virtual
character or a robot. Our results suggest that agents have the
Please cite this article in press as: Li, J., et al. Social robots and virtual agents as
dx.doi.org/10.1016/j.chb.2015.04.005
potential to be effective alternatives to human instructors in
instructional videos if designed well. Knowledge recall was simi-
larly high with either a video of the human instructor or a virtual
robot stand-in, but lower with either an animated human or a
video of a robot. This finding implies that certain presentations
of the instructor hindered information retention more than others,
given that narration and slide content was held constant between
conditions. A potential explanation for the decrease in recall ability
is an increase in extraneous cognitive processing (Sweller, 1994)
that results from the apparent inconsistency of an animated
human instructor (with a human voice) and a video recording of
a robot instructor (with a synthesized voice). The novelty of these
presentation formats could distract students and thereby hinder
information retention. Prior work found that pedagogical agents
affect learning outcomes based on the instructional method
embedded in their use (Moreno et al., 2001) and the vocalization
process (Bente et al., 2008) rather than their visual representation.
The current work provides preliminary evidence that the consis-
tency of the instructor’s representation with student expectations
could be an additional factor that affects learning. Further analysis
suggested knowledge recall was only affected for male partici-
pants. Building on prior work in the agent literature (cf., Yee
et al., 2007), higher visual realism (here, a video recording instead
of an animation of the instructor) increased recall performance, but
only for males. It is unclear why gender moderates the effects on
lecturers for video instruction. Computers in Human Behavior (2015), http://
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knowledge recall in this study. Notably, the gender of affected stu-
dents matches the instructor’s gender, which warrants further
research. While agent substitutions for a human talking head
may be acceptable in some circumstances, additional work is
needed to derive explicit use cases.

This work has several limitations. First, results may not be gen-
eralizable beyond the stimuli used in the experiment. Only one
instance of a talking head is used for each category (e.g., virtual
agents with differing ethnicities or robots with differing morpholo-
gies are not compared). A robot that better resembles a real person,
for example, may elicit a more favorable response than found in
this work. Similarly, while we aimed to employ an animated
human that resembled the human lecturer as closely as possible,
there were several differences in appearance, including in the for-
mality of attire and presence of facial hair, which may have con-
founded results. An additional concern is that the specific robot
employed in this study appeared cute and friendly yet did not elicit
greater liking among participants. The robot’s resemblance to a
child or toy may have detracted from its status as a course lecturer,
particularly as it played the role of a knowledgeable expert; results
may differ depending on which role the agent plays, such as a men-
tor or motivational partner (Baylor & Kim, 2005). While character-
istics such as the morphology, race or gender of an agent influence
perception (e.g., Baylor & Kim, 2004; Gulz & Haake, 2006), we
tested an agent with a human appearance to investigate the effect
of visual realism. We therefore selected a commercially available
animated agent and social robot as an initial step to evaluate the
potential of agent-delivered online lectures.

This study was a laboratory experiment rather than a field study
in a naturalistic learning environment (e.g., students in an online
course). This provided more control of participants’ attention and
contextual factors while they viewed the videos. In a real-world
situation with more distractors, however, students could be more
strongly influenced by verbal rather than visual cues, particularly
over longer periods of time (the present stimuli lasted only
13 min). The scope of this work was also limited to evaluating
the influence of ‘‘talking head’’ videos and did not consider varia-
tions of the primary video format (e.g., videotape of a live class-
room lecture or digital tablet-style animated video; cf., Guo et al.,
2014). In this evaluation, a more comprehensive assessment of
learning outcomes, besides the specific measure of knowledge
recall employed, could help distinguish between different types
of learning and is meant as future work.

An open question that warrants further exploration is why partic-
ipants expressed more positive attitudes toward the human than
robot lecturer. The reason could include the use of synthetic speech,
the degree of facial expressiveness and the degree of visual similarity
with a person. The framing of the robot’s agency – whether it is an
autonomous agent or an avatar controlled by a person – could also
affect students’ performance and learning experience. Moreover,
the provision of a rationale for the robot – for instance, as a way to
standardize experience among learners and teachers, particularly
for MOOCs that have been translated from another language – might
change perception of the robot and the lesson.

6. Conclusion

Artificial agents can enable educators to deliver video instruc-
tion without the need for video recording and editing – if these
robots and virtual agents are acceptable to learners. This work
demonstrated that students’ recall of instructional video content
may be affected when a video of a human lecturer is replaced with
either an embodied pedagogical agent or a pedagogical social
robot. The findings highlight that the effectiveness of
agent-based alternatives to human lecturers in video instruction
relies on appropriately-designed agents.
Please cite this article in press as: Li, J., et al. Social robots and virtual agents as
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Appendix A

Scale and item

Knowledge recall (standardized Cronbach’s alpha = .31)
Check all statements that are generally true. Self report

generally yields a more accurate picture of behavior than
participant observation. . .

The example of Walmart asking its customers for feedback on
aisle/organization was used to illustrate. . .

Which of the following do we obtain from participant
observation? Goals of users | Current practice of users |
Guidance on what people ask for | Quantitative data on user
attitudes
Which of the following inspired participant observation
techniques used in human computer interaction?. . .

Check all statements that are generally true. The
apprenticeship model is suitable for participant
observation. . .

Social presence (standardized Cronbach’s alpha = .83)
I felt as if I were interacting with an intelligent being.
I felt as if I were accompanied by an intelligent being.
I felt as if I were alone. (reversed)
I paid attention to the instructor.
I felt involved with the instructor.

Interpersonal attraction (standardized Cronbach’s alpha = .95)
I liked the instructor.
I think I could work with the instructor.
I would like to spend more time with the instructor.
I think the instructor could be a friend of mine.

Presentation skills
Rate the instructor’s presentation skills.

Enthusiasm
Rate the instructor’s enthusiasm.

Overall experience
Rate your overall lecture experience.
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